## Phân loại/lớp bằng Naïve Bayse

## 3.2. Phân loại dựa trên xác suất

Kỹ thuật này có thể hiểu đơn giản như sau: với một mẫu dữ liệu cần phân lớp, ta tính xác suất có điều kiện để mẫu dữ liệu đó rơi vào từng lớp trong tập các lớp đã biết trước. Mẫu dữ liệu sẽ được phân vào lớp nào có xác suất cao nhất.

### 3.2.1. Một số khái niệm ban đầu

**Hiện tượng tất yếu:** là những hiện tượng nếu được thực hiện ở điều kiện giống nhau thì cho kết quả giống nhau. Chẳng hạn khi đun nước đến 1000C thì nước sôi. Hiện tượng tất yếu là đối tượng nghiên cứu của Vật lý, Hóa học.

**Hiện tượng ngẫu nhiên:** là những hiện tượng dù đã được quan sát ở điều kiện giống nhau, nhưng kết quả có thể khác nhau. Ví dụ: tung đồng xu, và quan sát xem đồng xu là “*sấp*” hay “*ngửa*”. Hiện tượng ngẫu nhiên là đối tượng nghiên cứu của xác suất học.

Trong một hiện tượng ngẫu nhiên ta không thể biết được chắc chắn kết quả xảy ra như thế nào, nhưng có thể hình dung ra được các khả năng mà kết quả có thể xảy ra. Tập hợp tất cả các kết quả có thể xảy ra được gọi là không gian mẫu, ký hiệu là *Ω.* Ví dụ: tung một đồng xu, *Ω* = {*sấp, ngửa*}; tung một con xúc sắc và tính điểm, *Ω* = {1, 2, 3, 4, 5, 6} ...

**Biến cố:** là một tập con của không gian mẫu, ký hiệu là: *A, B, C*... Ví dụ: **t**ung một con xúc sắc, gọi *A* là biến cố được số điểm chẵn và *B* là biến cố được số điểm lẻ thì *A* = {2, 4, 6}, *B* = {1, 3, 5}. Vì các biến cố là các tập hợp, nên ta thường sử dụng các phép tính trên tập hợp cho biến cố:

* Phép hội : *A* ∪ *B* (*A* hay *B* xảy ra).
* Phép giao: *A* ∩ *B* = *AB* (*A* và *B* xảy ra).
* Phép bù: ![](data:image/x-wmf;base64,183GmgAAAAAAAEAGIAICCQAAAABzWgEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJiAEAABQAAABMCYgAqARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JTJdIABzXQzEGbuBAAAAC0BAQAIAAAAMgrAARYFAQAAAEF5CAAAADIKwAFYAAEAAABBeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgA2JTJdIABzXQzEGbuBAAAAC0BAgAEAAAA8AEBAAgAAAAyCsABOAQBAAAAXHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdLgQCgCY+1oAFPEYANiUyXSAAc10MxBm7gQAAAAtAQEABAAAAPABAgAIAAAAMgrAAb4CAQAAAFd5CAAAADIKwAGUAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAO4zEGbuAAAKADgAigEAAAAAAgAAADDzGAAEAAAALQECAAQAAADwAQEAAwAAAAAA)(*A* không xảy ra).

Khi quan sát các hiện tượng, ta thấy có những hiện tượng thường xuyên xảy ra, có những hiện tượng ít xảy ra. Xác suất là một con số đo lường mức độ thường xuyên xảy ra của một biến cố. Xác suất xảy ra một biến cố *A* (hay xác suất của *A*), ký hiệu là *P(A)* là tỷ lệ giữa số lần biến cố *A* xảy ra và số lượng tất cả các biến cố:

P(A) = ![](data:image/x-wmf;base64,183GmgAAAAAAAEADIAQACQAAAABxWQEACQAAAysBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7v///8AAwAA2wMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAKDAhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAE4BgAj5OodoABrHZOCmZABAAAAC0BAQAIAAAAMgpgArACAQAAAC55CAAAADIKjwMzAgEAAAB8eQgAAAAyCo8DQgABAAAAfHkIAAAAMgprASECAQAAAHx5CAAAADIKawFUAAEAAAB8eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2gwoK48hkWgAE4BgAj5OodoABrHZOCmZABAAAAC0BAgAEAAAA8AEBAAgAAAAyCo8DzwABAAAAV3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ABOAYAI+TqHaAAax2TgpmQAQAAAAtAQEABAAAAPABAgAIAAAAMgprAQUBAQAAAEF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AQE4KZkAAAAoAOACKAQAAAAACAAAAIOIYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

(3.1)

**Tính chất cơ bản của xác suất:**

0 ≤ *P(A)* ≤ 1;

*P*(*true*) = 1;

*P*(*false*) = 0;

*P(A ∪ B) = P(A) + P(B) - P(A ∩ B) .*

**Xác suất có điều kiện:**

*P(A|B)* là phần của không gian mà trong đó *A* là đúng, với điều kiện (đã biết) là *B* đúng. Nói cách khác, P(*A|B*) là xác suất xảy ra biến cố *A* với điều kiện là có xảy ra biến cố *B*, thường được gọi là “*xác suất của A nếu có B*”. Ví dụ:

*A*: *Tôi sẽ đi đá bóng vào ngày mai*,

*B: Trời sẽ không mưa vào ngày mai,*

*P(A|B):* Xác suất của việc tôi sẽ đi đá bóng vào ngày mai nếu (đã biết rằng) trời sẽ không mưa vào ngày mai.

Gọi **P(A, B)** là xác suất xảy ra đồng thời hai sự kiện *A* và *B* và *P(B)* là xác suất xảy ra sự kiện *B*. Dễ dàng thấy rằng:

(3.2)

![](data:image/x-wmf;base64,183GmgAAAAAAACAMIAQBCQAAAAAQVgEACQAAA4MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gCwAA1QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAqMGBQAAABMCAAJmCxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5MudoABMnYaD2bpBAAAAC0BAQAIAAAAMgpgApELAQAAAC55CAAAADIKiQMOCgEAAAApeQgAAAAyCokDgwgBAAAAKHkIAAAAMgpxAdQKAQAAACl5CAAAADIKcQFDCQEAAAAseQgAAAAyCnEBvgcBAAAAKHkIAAAAMgpgApoEAQAAACl5CAAAADIKYAIDAwEAAAB8eQgAAAAyCmACOwEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TLnaAATJ2Gg9m6QQAAAAtAQIABAAAAPABAQAIAAAAMgqJAxkJAQAAAEJ5CAAAADIKiQOOBwEAAABQeQgAAAAyCnEB3wkBAAAAQnkIAAAAMgpxAWYIAQAAAEF5CAAAADIKcQHJBgEAAABQeQgAAAAyCmACpQMBAAAAQnkIAAAAMgpgAuMBAQAAAEF5CAAAADIKYAJGAAEAAABQeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2cA8KcHAmZAC88BgAj5MudoABMnYaD2bpBAAAAC0BAQAEAAAA8AECAAgAAAAyCmACcgUBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDpGg9m6QAACgA4AIoBAAAAAAIAAADY8hgABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

**Công thức xác suất toàn phần:**

Nếu *B1 + B2 + …+ Bn = Ω* và *BiBj* = ∅ ∀*i* ≠ *j*, khi đó với biến cố *A* liên quan được tính theo công thức:

(3.3)

*P(A)* =![](data:image/x-wmf;base64,183GmgAAAAAAACALQAQACQAAAABxUQEACQAAA9kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQgCxIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gCgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TLnaAATJ2PhBmTAQAAAAtAQAACAAAADIKgAKgCgEAAAAueQgAAAAyCoACLQoBAAAAKXkIAAAAMgqAAkkIAQAAACh5CAAAADIKgAK+BgEAAAApeQgAAAAyCoACzgQBAAAAfHkIAAAAMgqAAgYDAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACPky52gAEydj4QZkwEAAAALQEBAAQAAADwAQAACAAAADIK7gMsAQEAAAAxeRwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2pg4Kr7D1YwC88BgAj5MudoABMnY+EGZMBAAAAC0BAAAEAAAA8AEBAAgAAAAyCtgCNwABAAAA5XkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdlsQCgGQ9WMAvPAYAI+TLnaAATJ2PhBmTAQAAAAtAQEABAAAAPABAAAIAAAAMgruA8MAAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACPky52gAEydj4QZkwEAAAALQEAAAQAAADwAQEACAAAADIK+gDMAAEAAABueQgAAAAyCu4DeQABAAAAaXkIAAAAMgrgArwJAQAAAGl5CAAAADIK4AJNBgEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5MudoABMnY+EGZMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAC3wgBAAAAQnkIAAAAMgqAAlQHAQAAAFB5CAAAADIKgAJwBQEAAABCeQgAAAAyCoACrgMBAAAAQXkIAAAAMgqAAhECAQAAAFB5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ATD4QZkwAAAoAOACKAQAAAAAAAAAA2PIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

### 3.2.2. Định lý Bayes

Cho *h* là một giả thiết và *x* là tập các giá trị quan sát được. Khi đó, xác suất để giả thiết *h* là đúng khi biết *x* được tính như sau:

![](data:image/x-wmf;base64,183GmgAAAAAAAEAPIAQACQAAAABxVQEACQAAA5sBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARADxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8ADwAA1AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAt4GBQAAABMCAALqDhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAE4BgAj5OodoABrHZbCmZLBAAAAC0BAQAIAAAAMgqJAxMMAQAAACl5CAAAADIKiQM/CgEAAAAoeQgAAAAyCnIBWA4BAAAAKXkIAAAAMgpyAQgNAQAAACh5CAAAADIKcgF8CwEAAAApeQgAAAAyCnIBFQoBAAAAfHkIAAAAMgpyAfoHAQAAACh5CAAAADIKYAK+BAEAAAApeQgAAAAyCmAC0wIBAAAAfHkIAAAAMgpgAjwBAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAATgGACPk6h2gAGsdlsKZksEAAAALQECAAQAAADwAQEACAAAADIKiQPnCgEAAABYeQgAAAAyCokDSQkBAAAAUHkIAAAAMgpyAZINAQAAAGh5CAAAADIKcgESDAEAAABQeQgAAAAyCnIBtgoBAAAAaHkIAAAAMgpyAaIIAQAAAFh5CAAAADIKcgEEBwEAAABQeQgAAAAyCmACkgMBAAAAWHkIAAAAMgpgAsYBAQAAAGh5CAAAADIKYAJGAAEAAABQeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB21QkKZ0hkWgAE4BgAj5OodoABrHZbCmZLBAAAAC0BAQAEAAAA8AECAAgAAAAyCmACoQUBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBLWwpmSwAACgA4AIoBAAAAAAIAAAAg4hgABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

(3.4)

trong đó:

***P(h)*:** xác suất tiên nghiệm của giả thiết *h*. Đây là xác suất để giả thiết *h* là đúng mà không liên quan gì tới *X*. Nó được gọi là “*tiên nghiệm*” với hàm ý rằng nó không quan tâm tới bất kỳ thông tin nào của *X*.

***P(X):***xác suất tiên nghiệm của việc quan sát được *X*. Đây là xác suất xảy ra *X* mà không quan tâm tới *h*.

***P(X|h)*:** xác suất xảy ra *X*, nếu biết giả thiết *h* là đúng. Nói cách khác, đây là xác suất xảy ra *X* khi biết giả thiết *h* đã xảy ra.

### 3.3.3. Phân lớp bằng kỹ thuật Naïve Bayes

Trước tiên, ta xét bài toán phân lớp. Cho một tập dữ liệu huấn luyện *X* ∈ *Rn×(m+1)* gồm *n* mẫu dữ liệu, mỗi mẫu có *m* thuộc tính và một thuộc tính lớp. Mỗi mẫu huấn luyện *x∈X* được biểu diễn là một vectơ *m*+1 chiều *x*(*x1, x2, ..., xm, y*) trong đó gồm *m* thành phần dữ liệu và *y* là nhãn lớp. Cho một tập xác định các nhãn lớp *C* = {*c1, c2,..., cq*} gồm *q* lớp. Dễ thấy *y*∈*C*. Cho một mẫu dữ liệu mới *z∈Rm* và *z* được biểu diễn bằng: *z(z1, z2,...,zm)*. Hãy xác định lớp của *z*.

Để xác định lớp của *z*, một cách đơn giản là ta tính xác suất xảy ra khả năng *z* được phân vào từng lớp *ci*, *i*=1..*q*, tức khả năng xảy ra *ci*. Mẫu *z* sẽ được phân vào lớp nào có xác suất xảy ra cao nhất.

Tuy nhiên, mẫu *z* là xác định với các thành phần quan sát được là *z1, z2,...zm*. Do đó, xác suất để *z* thuộc vào lớp *ci* phải là xác suất có điều kiện ![](data:image/x-wmf;base64,183GmgAAAAAAAGALQAIACQAAAAAxVwEACQAAAyoBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gCwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TLnaAATJ2GglmpAQAAAAtAQAACAAAADIKgAE7CgIAAAApIAoAAAAyCoABywYGAAAALC4uLix6CQAAADIKgAHgBAMAAAAsIHouCQAAADIKgAGzAgQAAAAgfCB6CQAAADIKgAFGAAMAAABQKGN6HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGACPky52gAEydhoJZqQEAAAALQEBAAQAAADwAQAACAAAADIK4AFNCQEAAABtKAgAAAAyCuABVAIBAAAAaSgcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYAI+TLnaAATJ2GglmpAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAUIGAQAAADIoCAAAADIK4AFoBAEAAAAxKAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAKQaCWakAAAKADgAigEAAAAAAQAAAHTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)và được ký hiệu là *P(ci|z).* Theo định lý Bayes, xác suất này được tính như sau:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAPIAQACQAAAACxVQEACQAAA2oBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASADxIAAAAmBg8AGgD/////AAAQAAAAwP///7b///9ADwAA1gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAvsGBQAAABMCAAItDxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5MudoABMnbaDmZyBAAAAC0BAQAIAAAAMgqJA/oLAQAAACl5CAAAADIKiQO3CgEAAAAoeQgAAAAyCnABbQkBAAAAfHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+TLnaAATJ22g5mcgQAAAAtAQIABAAAAPABAQAIAAAAMgqJA1MLAQAAAHp5CAAAADIKiQPCCQEAAABQeQgAAAAyCnABrQ4BAAAAKXkKAAAAMgpwATILBQAAACkgUChjAAgAAAAyCnAB/QkBAAAAYyAJAAAAMgpwASEHAwAAAFAoeigLAAAAMgpgArMCCAAAACB8IHopID0gCQAAADIKYAJGAAMAAABQKGN6HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPky52gAEydtoOZnIEAAAALQEBAAQAAADwAQIACAAAADIK0AEeDgEAAABpKAgAAAAyCtABowoBAAAAaSgIAAAAMgrAAlQCAQAAAGkoCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ActoOZnIAAAoAOACKAQAAAAACAAAAMPMYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=).

(3.5)

Trong phương pháp *Naïve Bayes*, từ *Naïve* có hàm ý giả sử rằng các thuộc tính là độc lập có điều kiện đối với các thuộc tính khác. Do đó

![](data:image/x-wmf;base64,183GmgAAAAAAAEAOgAQACQAAAADRVAEACQAAAx0CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgARADhIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ADgAANQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TLnaAATJ2bAxmkAQAAAAtAQAACAAAADIKgAKiDQEAAAAseQgAAAAyCoACJA0BAAAAKXkIAAAAMgqAAn0LAQAAAHx5CAAAADIKgAJnCQEAAAAoeQgAAAAyCoACYgQBAAAAKXkIAAAAMgqAArsCAQAAAHx5CAAAADIKgAI8AQEAAAAoeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5MudoABMnZsDGaQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvMDiwcBAAAAMXkcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdukUCvGQ6VsAvPAYAI+TLnaAATJ2bAxmkAQAAAAtAQAABAAAAPABAQAIAAAAMgrdAlkGAQAAANV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHYoCwq8UOlbALzwGACPky52gAEydmwMZpAEAAAALQEBAAQAAADwAQAACAAAADIK8wMiBwEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB26RQK8pDpWwC88BgAj5MudoABMnZsDGaQBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACOgUBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TLnaAATJ2bAxmkAQAAAAtAQEABAAAAPABAAAIAAAAMgr2APkGAQAAAG15CAAAADIK8wPVBgEAAABqeQgAAAAyCuACswwBAAAAaXkIAAAAMgrgAs0KAQAAAGp5CAAAADIK4ALxAwEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5MudoABMnZsDGaQBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACDQwBAAAAY3kIAAAAMgqAAgMKAQAAAHp5CAAAADIKgAJxCAEAAABQeQgAAAAyCoACSwMBAAAAY3kIAAAAMgqAAtgBAQAAAHp5CAAAADIKgAJGAAEAAABQeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAJBsDGaQAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

(3.6)

và (3.5) trở thành:
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(3.7)

Mẫu dữ liệu *z* sẽ được phân vào lớp *ck* nếu *P(ck|z)* là lớn nhất tức:
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(3.8)

Vì *P(z)* là hằng số đối với các *ci* khác nhau, do vậy (3.8) tương đương với:
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(3.9)
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**Bước 1:** Đối với mỗi lớp *ci* ∈ *C*, tính giá trị của:

* Xác suất tiên nghiệm *P(ci)*. Xác suất này được tính xấp xỉ bằng tổng số mẫu thuộc lớp *ci* trên tổng số mẫu của bộ dữ liệu huấn luyện.
* Đối với mỗi giá trị thuộc tính *zj*, tính *P(zj|ci)* là xác suất xảy ra của giá trị đó trong lớp *ci*. Giá trị này cũng được tính xấp xỉ bằng tỷ lệ các mẫu có giá trị trên thuộc tính thứ *j* là *zj* trong số các mẫu thuộc lớp *ci*.

**Bước 2:** Cần xác định lớp cho một mẫu dữ liệu mới *z*, ta thực hiện:

* Đối với mỗi lớp *ci* ∈*C*, tính giá trị của biểu thức:
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(3.10)

* Xác định lớp của *z* là *ck*:

(3.11)
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**Ví dụ 3.1.** Cho bảng dữ liệu huấn luyện gồm 14 mẫu về quyết định (có hay không) mua máy tính như trong Bảng 3.1, dựa vào các quan sát về tuổi (*Age*), thu nhập (*Income*), có là sinh viên hay không (*Student*) và tình hình tín dụng (*Credit*).

Bảng 3.1. *Số liệu quan sát về điều kiện mua máy tính*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **ID** | **Age** | **Income** | **Student** | **Credit** | **Buy** |
| 1 | Young | High | No | Fair | no |
| 2 | Young | High | No | Excellent | no |
| 3 | Medium | High | No | Fair | yes |
| 4 | Old | Medium | No | Fair | yes |
| 5 | Old | Low | Yes | Fair | yes |
| 6 | Old | Low | Yes | Excellent | no |
| 7 | Medium | Low | Yes | Excellent | yes |
| 8 | Young | Medium | No | Fair | yes |
| 9 | Young | Low | Yes | Fair | yes |
| 10 | Old | Medium | Yes | Fair | yes |
| 11 | Young | Medium | Yes | Excellent | yes |
| 12 | Medium | Medium | No | Excellent | yes |
| 13 | Medium | High | Yes | Fair | yes |
| 14 | Old | Medium | No | Excellent | no |

Cho một mẫu dữ liệu cần phân lớp *x*(*Youth, Medium, Yes, Fair*), tức xác định xem một sinh viên trẻ với thu nhập trung bình và mức đánh giá tín dụng bình thường sẽ có quyết định mua một chiếc máy tính hay không.

Dễ dàng thấy số mẫu dữ liệu *n*=14; số thuộc tính dữ liệu *m*=4 (do không xem xét thuộc tính *ID*); thuộc tính lớp là *Buy* với tập các lớp *C*={*yes, no*} gồm 2 lớp. Quá trình xác định lớp cho mẫu dữ liệu *x* trải qua hai bước:

**Bước 1:** với mỗi lớp *ci*∈*C*:

* Xét *c1=yes*: dễ dàng tình được *P(yes)* = 10/14. Ta tiếp tục tính *P(xj|c1*):

*P(Age=Young | Buy=yes)*  = 3/10;

*P(Income=Medium | Buy=yes)* = 5/10;

*P(Student = Yes | Buy = yes)* = 6/10;

*P(Credit = Fair | Buy = yes)* = 7/10.

* Xét *c2=no*: dễ dàng tính được *P(no)* = 4/14. Ta tiếp tục tính *P(xj|c2)*:

*P(Age=Young | Buy=no)* = 2/4;

*P(Income=Medium | Buy=no)* = 1/4;

*P(Student = Yes | Buy = no)* = 1/4;

*P(Credit = Fair | Buy = no)* = 1/10.

**Bước 2:** Sử dụng các kết quả vừa tính, ta được:
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*P(Income = Medium | Buy = Yes)* ×

*P(Student = Yes | Buy = Yes)* ×

*P(Credit = Fair | Buy = Yes)*

= ![](data:image/x-wmf;base64,183GmgAAAAAAAIAH4AP/CAAAAACOWwEACQAAAwkBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOABxIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9ABwAAoAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAK+AQUAAAAUAgACDgIFAAAAEwIAAowDBQAAABQCAALcAwUAAAATAgACWgUFAAAAFAIAAqoFBQAAABMCAAIoBxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5MudoABMnawEWZCBAAAAC0BAQAIAAAAMgqUA5oFAgAAADEwCAAAADIKZgEJBgEAAAA3MAgAAAAyCpQDzAMCAAAAMTAIAAAAMgpmAT4EAQAAADYwCAAAADIKlAP+AQIAAAAxMAgAAAAyCmYBcQIBAAAANTAIAAAAMgqUAzAAAgAAADEwCAAAADIKZgGlAAEAAAAzMAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAACwEWZCAAAKADgAigEAAAAA/////zDzGAAEAAAALQECAAQAAADwAQEAAwAAAAAA) = 0,063.
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* ![](data:image/x-wmf;base64,183GmgAAAAAAAAAIgAQACQAAAACRUgEACQAAA7EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAQACBIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ABwAANQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjEMCsDY5isAFPEYAI+TLnaAATJ2exVmCwQAAAAtAQAACAAAADIK3QIuAAEAAADVeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2iQ4KnPjmKwAU8RgAj5MudoABMnZ7FWYLBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvMD9wABAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+TLnaAATJ2exVmCwQAAAAtAQAABAAAAPABAQAIAAAAMgr2AM4AAQAAAG15CAAAADIK8wOqAAEAAABqeQgAAAAyCuACrgQBAAAAankcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+TLnaAATJ2exVmCwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAu4FAQAAAGN5CAAAADIKgALYAwEAAAB4eQgAAAAyCoACRgIBAAAAUHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+TLnaAATJ2exVmCwQAAAAtAQAABAAAAPABAQAIAAAAMgrzA2ABAQAAADF5CAAAADIK4AKbBgEAAAAyeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5MudoABMnZ7FWYLBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoACNgcBAAAAKXkIAAAAMgqAAl4FAQAAAHx5CAAAADIKgAI8AwEAAAAoeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAt7FWYLAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) = *P(Age = Youth | Buy = no)* ×

*P(Income = Medium | Buy = no)* ×

*P(Student = Yes | Buy = no)* ×

*P(Credit = Fair | Buy = no)*

= ![](data:image/x-wmf;base64,183GmgAAAAAAAAAF4AMACQAAAADxWAEACQAAAwkBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AMABRIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ABAAAlQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIoAQUAAAAUAgACcAEFAAAAEwIAAlgCBQAAABQCAAKgAgUAAAATAgACiAMFAAAAFAIAAtADBQAAABMCAAK4BBwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5MudoABMnZhEWY2BAAAAC0BAQAIAAAAMgqJA+oDAQAAADR5CAAAADIKcQHkAwEAAAAxeQgAAAAyCokDugIBAAAANHkIAAAAMgpxAbQCAQAAADF5CAAAADIKiQOKAQEAAAA0eQgAAAAyCnEBhAEBAAAAMXkIAAAAMgqJA1oAAQAAADR5CAAAADIKcQFaAAEAAAAyeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABhEWY2AAAKADgAigEAAAAA/////9jyGAAEAAAALQECAAQAAADwAQEAAwAAAAAA)= 0,0078.
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Vậy mẫu dữ liệu *x* được phân vào lớp *c1* hay lớp của *x* là “*yes*”.

**Phương pháp Naïve Bayes trong trường hợp dữ liệu liên tục**

Các thuộc tính trong Bảng 3.1 đều có giá trị rời rạc. Trong trường hợp thuộc tính có giá trị liên tục, ta có thể áp dụng các phương pháp rời rạc hóa. Nếu không rời rạc hóa dữ liệu, thay vì tính xác suất, ta sử dụng hàm mật độ xác suất. Thông thường, ta hay giả thiết là dữ liệu trong mỗi lớp *ci* của các thuộc tính liên tục tuân theo phân bố *Gauss* và phương pháp lúc này được gọi là *Gauss Naïve Bayes*.

Xét thuộc tính *A* với các giá trị liên tục. Khi đó, ta phân đoạn các giá trị của *A* theo từng lớp. Với mỗi lớp *ci*, ta tính *µi* là giá trị trung bình và *σi2* là phương sai của các giá trị của *A* trong lớp *ci* (với *Ni* là số mẫu thuộc lớp *ci* và *yi* là lớp của mẫu *xi*):
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(3.12)

Giá trị *P(x|ci)* khi đó gọi là phân bố xác suất của *x* vào lớp *ci* và được tính bằng:
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(3.13)

**Ví dụ 3.2**. Xét bảng dữ liệu 3.2 được xây dựng bằng cách thay thế cột *Income* (thu nhập) bằng các giá trị thực và dữ liệu được sắp lại trên cột *Buy* như sau:

**Bảng 3.2.** *Dữ liệu quan sát với trường Income có giá trị liên tục*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **ID** | **Age** | **Income** | **Student** | **Credit** | **Buy** |
| 1 | Young | 3.1 | No | Fair | no |
| 2 | Young | 2.8 | No | Excellent | no |
| 3 | Old | 3 | Yes | Excellent | no |
| 4 | Old | 3.7 | No | Excellent | no |
| 5 | Medium | 5.9 | No | Fair | yes |
| 6 | Old | 6 | No | Fair | yes |
| 7 | Old | 6.1 | Yes | Fair | yes |
| 8 | Medium | 3.1 | Yes | Excellent | yes |
| 9 | Young | 7 | No | Fair | yes |
| 10 | Young | 2.5 | Yes | Fair | yes |
| 11 | Old | 3.1 | Yes | Fair | yes |
| 12 | Young | 3.9 | Yes | Excellent | yes |
| 13 | Medium | 7.5 | No | Excellent | yes |
| 14 | Medium | 4.6 | Yes | Fair | yes |

Giả sử mẫu dữ liệu *x(Youth, 5.2, Yes, Fair)* cần phân lớp. Các giá trị *P(Income=5.2 | Buy=yes)* và *P(Income = 5.2 | Buy = no)* cần phải tính lại.

Xét lớp *c1 = yes*, ta dễ dàng tính được *µ1* = 4.97 là giá trị trung bình trên cột *Income* của các mẫu thuộc lớp *yes* và *σ12* = 3.12 là phương sai tương ứng. Tương tự với lớp *c2=no*, ta tính được *µ2* = 3.15 và *σ22* = 0.15. Ta có bảng các giá trị trung bình và phương sai trên từng lớp của cột *Income* như sau:

|  |  |  |
| --- | --- | --- |
| Giá trị Lớp | ***µ*** | ***σ2*** |
| **yes** | 4.97 | 3.12 |
| **no** | 3.15 | 0.15 |

Vậy *P(Income=5.2 | Buy=yes)* = ![](data:image/x-wmf;base64,183GmgAAAAAAAIANIAQACQAAAACxVwEACQAAA70CAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASADRIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9ADQAA1AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJGA2gABQAAABMCKgOZAAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAjIDmQAFAAAAEwK0A+AABAAAAC0BAAAFAAAAFAK0A+gABQAAABMCMAJGAQUAAAAUAjACRgEFAAAAEwIwAgIIBQAAABQCAAJAAAUAAAATAgACIggcAAAA+wIv/14AAAAAAJABAAAAAgQCABBTeW1ib2wAdhoRCk6Ax1oArO4YAI+TLnaAATJ2zRZmRAQAAAAtAQIACAAAADIKHAHvCQEAAAAoeRwAAAD7Ai//XgAAAAAAkAEAAAACBAIAEFN5bWJvbAB2fQ4KewDIWgCs7hgAj5MudoABMnbNFmZEBAAAAC0BAwAEAAAA8AECAAgAAAAyChwBjQwBAAAAKXkIAAAA+gIAAAgAAAAAAAAABAAAAC0BAgAFAAAAFAJUAeIJBQAAABMCVAEnDRwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5MudoABMnbNFmZEBAAAAC0BBAAEAAAA8AEDAAgAAAAyCuYBvgsCAAAAMTIIAAAAMgrmAZYLAQAAAC4yCAAAADIK5gFGCwEAAAAzMggAAAAyCuYB/AoBAAAAKjIIAAAAMgrmAbAKAQAAADIyCAAAADIK2gC9DAEAAAAyMggAAAAyChwB1AsCAAAAOTcIAAAAMgocAawLAQAAAC43CAAAADIKHAFcCwEAAAA0NwgAAAAyChwBpgoBAAAAMjcIAAAAMgocAX4KAQAAAC43CAAAADIKHAEuCgEAAAA1NxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5MudoABMnbNFmZEBAAAAC0BAwAEAAAA8AEEAAgAAAAyCp4DdAYCAAAAMTIIAAAAMgqeAxQGAQAAAC4yCAAAADIKngNUBQEAAAAzMggAAAAyCp4DagQBAAAAKjIIAAAAMgqeA04CAQAAACoyCAAAADIKngNeAQEAAAAyMggAAAAyCnIB0QMBAAAAMTIcAAAA+wJg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdhoRClAgyFoAvPAYAI+TLnaAATJ2zRZmRAQAAAAtAQQABAAAAPABAwAIAAAAMgocAfwKAQAAAC0yHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZ9Dgp9AMhaALzwGACPky52gAEyds0WZkQEAAAALQEDAAQAAADwAQQACAAAADIKjAEPCQEAAAAtMhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAj5MudoABMnbNFmZEBAAAAC0BBAAEAAAA8AEDAAgAAAAyCmACVggBAAAAZTIcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdn0OCn4AyFoAvPAYAI+TLnaAATJ2zRZmRAQAAAAtAQMABAAAAPABBAAIAAAAMgqeAywDAQAAAHAyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ARM0WZkQAAAoAOACKAQAAAAAEAAAA2PIYAAQAAAAtAQQABAAAAPABAwADAAAAAAA=)≈ 0.191 và

*P(Income = 5.2 | Buy = no)* = ![](data:image/x-wmf;base64,183GmgAAAAAAAEANIAQACQAAAABxVwEACQAAA70CAAAFABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARADRIAAAAmBg8AGgD/////AAAQAAAAwP///7r///8ADQAA2gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJWA2gABQAAABMCOgOZAAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAkIDmQAFAAAAEwLEA+AABAAAAC0BAAAFAAAAFALEA+gABQAAABMCQAJGAQUAAAAUAkACRgEFAAAAEwJAAtEHBQAAABQCAAJAAAUAAAATAgAC8QccAAAA+wIv/14AAAAAAJABAAAAAgQCABBTeW1ib2wAdmgKCuagG2QA9N0YAI+TqHaAAax2Xgpm9AQAAAAtAQIACAAAADIKIgHCCQEAAAAoeRwAAAD7Ai//XgAAAAAAkAEAAAACBAIAEFN5bWJvbAB23QkK8AAcZAD03RgAj5OodoABrHZeCmb0BAAAAC0BAwAEAAAA8AECAAgAAAAyCiIBUgwBAAAAKXkIAAAA+gIAAAgAAAAAAAAABAAAAC0BAgAFAAAAFAJXAbUJBQAAABMCVwHoDBwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAE4BgAj5OodoABrHZeCmb0BAAAAC0BBAAEAAAA8AEDAAgAAAAyCuYBiAsCAAAAMTUIAAAAMgrmAWALAQAAAC41CAAAADIK5gEQCwEAAAAwNQgAAAAyCuYBxgoBAAAAKjUIAAAAMgrmAXwKAQAAADI1CAAAADIK4ACADAEAAAAyNQgAAAAyCiIBngsCAAAAMTUIAAAAMgoiAXYLAQAAAC41CAAAADIKIgEmCwEAAAAzNQgAAAAyCiIBeQoBAAAAMjUIAAAAMgoiAVEKAQAAAC41CAAAADIKIgEBCgEAAAA1NRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAE4BgAj5OodoABrHZeCmb0BAAAAC0BAwAEAAAA8AEEAAgAAAAyCq4DSQYCAAAAMTUIAAAAMgquA+kFAQAAAC41CAAAADIKrgMpBQEAAAAwNQgAAAAyCq4DRQQBAAAAKjUIAAAAMgquA0ICAQAAACo1CAAAADIKrgNeAQEAAAAyNQgAAAAyCmwBuAMBAAAAMTUcAAAA+wJg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmgKCuggHGQABOAYAI+TqHaAAax2Xgpm9AQAAAAtAQQABAAAAPABAwAIAAAAMgoiAc0KAQAAAC01HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbdCQryABxkAATgGACPk6h2gAGsdl4KZvQEAAAALQEDAAQAAADwAQQACAAAADIKjwHuCAEAAAAtNRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAE4BgAj5OodoABrHZeCmb0BAAAAC0BBAAEAAAA8AEDAAgAAAAyCmACKwgBAAAAZTUcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdt0JCvMAHGQABOAYAI+TqHaAAax2Xgpm9AQAAAAtAQMABAAAAPABBAAIAAAAMgquAxQDAQAAAHA1CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A9F4KZvQAAAoAOACKAQAAAAAEAAAAIOIYAAQAAAAtAQQABAAAAPABAwADAAAAAAA=)≈ 1.7966.10-12.

Và do đó, *P(x|c1)* = ![](data:image/x-wmf;base64,183GmgAAAAAAAIAO4AMACQAAAABxUwEACQAAA00BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOADhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9ADgAAlAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAK+AQUAAAAUAgACagUFAAAAEwIAAugGBQAAABQCAAIsBwUAAAATAgACqggcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ABOAYAI+TqHaAAax2Vglm9wQAAAAtAQEACQAAADIKYAJsCwQAAAAwMjQxCAAAADIKYAIMCwEAAAAuMggAAAAyCmACTAoBAAAAMDIIAAAAMgqJAxwHAgAAADEwCAAAADIKcgGLBwEAAAA3MAgAAAAyCokDWgUCAAAAMTAIAAAAMgpyAcwFAQAAADYwCQAAADIKYAIWAwMAAAAxOTExCAAAADIKYAK2AgEAAAAuOQgAAAAyCmAC9gEBAAAAMDkIAAAAMgqJAzAAAgAAADEwCAAAADIKcgGlAAEAAAAzMBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2FwoKAOAbZAAE4BgAj5OodoABrHZWCWb3BAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACGwkBAAAAuzAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQD3Vglm9wAACgA4AIoBAAAAAAEAAAAg4hgABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) và

*P(x|c2)* = ![](data:image/x-wmf;base64,183GmgAAAAAAACAT4AMACQAAAADRTgEACQAAA9QBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AMgExIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gEgAAlQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIoAQUAAAAUAgACigkFAAAAEwIAAnIKBQAAABQCAAK6CgUAAAATAgACogscAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TLnaAATJ2txNm2gQAAAAtAQEACAAAADIKtAHwEQIAAAAxNAgAAAAyCrQBSQgCAAAAMTIcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAI+TLnaAATJ2txNm2gQAAAAtAQIABAAAAPABAQAIAAAAMgpgAvgPAgAAADEwCAAAADIKYAIyDwEAAAAqMAgAAAAyCmACRw4BAAAANjAIAAAAMgpgAucNAQAAAC4wCAAAADIKYAInDQEAAAA1MAgAAAAyCokD1AoBAAAANDAIAAAAMgpxAc4KAQAAADEwCAAAADIKiQOkCQEAAAA0MAgAAAAyCnEBngkBAAAAMTAIAAAAMgpgAlEGAgAAADEwCAAAADIKYAKLBQEAAAAqMAkAAAAyCmACYAIEAAAANzk2NggAAAAyCmACAAIBAAAALjkIAAAAMgpgAkABAQAAADE5CAAAADIKiQNaAAEAAAA0OQgAAAAyCnEBWgABAAAAMjkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtsTCj3QKGIAvPAYAI+TLnaAATJ2txNm2gQAAAAtAQEABAAAAPABAgAIAAAAMgq0AYcRAQAAAC05CAAAADIKtAHgBwEAAAAtORwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2dg4KaRApYgC88BgAj5MudoABMna3E2baBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACCAwBAAAAuzkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDatxNm2gAACgA4AIoBAAAAAAEAAADY8hgABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) .

Mẫu dữ liệu *x* được phân vào lớp *yes*.

**Trường hợp xuất hiện xác suất bằng không**

Xét một mẫu dữ liệu cần phân lớp *x(x1, x2,...,xm)*. Xét giá trị *xj* trên thuộc tính *j*. Nếu không có mẫu dữ liệu nào trong lớp *ci* có giá trị trên thuộc tính *j* là *xj* thì hiển nhiên *P(xj|ci)* = 0. Điều này kéo theo ![](data:image/x-wmf;base64,183GmgAAAAAAAEALgAQACQAAAADRUQEACQAAA9kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgARACxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ACwAANQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdu8OCr/I91oAFPEYAI+TLnaAATJ2nApmiwQAAAAtAQAACAAAADIK3QKbAwEAAADVeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2+Q0K86j3WgAU8RgAj5MudoABMnacCmaLBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvMDZQQBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAI+TLnaAATJ2nApmiwQAAAAtAQAABAAAAPABAQAIAAAAMgr2ADsEAQAAAG15CAAAADIK8wMXBAEAAABqeQgAAAAyCuACAQoBAAAAaXkIAAAAMgrgAhsIAQAAAGp5CAAAADIK4AJlAgEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5MudoABMnacCmaLBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoACXAkBAAAAY3kIAAAAMgqAAkYHAQAAAHh5CAAAADIKgAK0BQEAAABQeQgAAAAyCoACwAEBAAAAY3kIAAAAMgqAAkYAAQAAAFB5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACPky52gAEydpwKZosEAAAALQEAAAQAAADwAQEACAAAADIK8wPOBAEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAj5MudoABMnacCmaLBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoACcgoBAAAAKXkIAAAAMgqAAswIAQAAAHx5CAAAADIKgAKqBgEAAAAoeQgAAAAyCoAC1gICAAAAKS4IAAAAMgqAAjwBAQAAACguCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ai5wKZosAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) = 0.

Giải pháp đưa ra là sử dụng ước lượng *Laplace* để ước lượng *P(xj|ci)* thay cho giá trị 0 đã tính được ở trên.

Giả sử rằng ta có bộ dữ liệu với các thuộc tính giống như Bảng 3.1 và trong lớp *c1*=“*yes*” có 1000 mẫu dữ liệu. Xét thuộc tính *Income* của 1000 mẫu trên với 0 mẫu có giá trị *Income=”Low”;* 990 mẫu dữ liệu có *Income=”Medium”* và 10 mẫu có *Income=”High”*. Khi đó, các xác suất *P(Income=”Low” | Buy=yes)*, *P(Income=”Medium” | Buy=yes)* và *P(Income=”High” | Buy=yes)* lần lượt được xấp xỉ bằng 0, 990/1000 và 10/1000. Do đó, với một mẫu *x* cần phân lớp có *Income=”Low”,* ví dụ *x(Youth, Low, Yes, Fair)* ta tính được

![](data:image/x-wmf;base64,183GmgAAAAAAAMAHgAQACQAAAABRXQEACQAAA7EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATABxIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+ABwAANgQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvIGCm6AG2QABOAYAI+TqHaAAax2xwhmeAQAAAAtAQAACAAAADIK3QIuAAEAAADVeRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2XgoKd8AbZAAE4BgAj5OodoABrHbHCGZ4BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvMD+AABAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ABOAYAI+TqHaAAax2xwhmeAQAAAAtAQAABAAAAPABAQAIAAAAMgr1AM4AAQAAAG15CAAAADIK8wOcAAEAAABqeQgAAAAyCuACogQBAAAAankcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ABOAYAI+TqHaAAax2xwhmeAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAucFAQAAAGN5CAAAADIKgALQAwEAAAB4eQgAAAAyCoACPgIBAAAAUHkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ABOAYAI+TqHaAAax2xwhmeAQAAAAtAQAABAAAAPABAQAIAAAAMgrzA28BAQAAADF5CAAAADIK4AJ3BgEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAE4BgAj5OodoABrHbHCGZ4BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAC/QYBAAAAKXkIAAAAMgqAAlMFAQAAAHx5CAAAADIKgAI0AwEAAAAoeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAHjHCGZ4AAAKADgAigEAAAAAAAAAACDiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)= *P(Income=”Low” | Buy=yes)\*………………..* = 0

Để tránh trường hợp này, ta giả sử rằng số mẫu dữ liệu trong lớp “*yes*” là lớn và do đó, nếu ta bổ sung 01 mẫu dữ liệu cho mỗi tập có *Income=”Low”*, *Income=”Medium”* và *Income=” High”* thì việc này không ảnh hưởng nhiều tới các xác suất đã tính. Nhưng khi đó, các xác suất *P(Income=”Low” | Buy=yes), P(Income=”Medium” | Buy=yes)* và *P(Income=”High” | Buy=yes)* sẽ thay đổi và lần lượt bằng 1/1003, 991/1003 và 11/1003.

## 3.3. Phân lớp dựa trên láng giềng gần nhất (KNN)

Một trong những phương pháp phân lớp đơn giản nhất là dựa trên lớp của các láng giềng gần nhất của mẫu cần phân lớp. Cho một mẫu *x* biểu diễn một đối tượng cần phân lớp. Mẫu *x* sẽ được phân vào lớp xuất hiện phổ biến trong số các lớp của các láng giềng của *x*. Hiển nhiên, các láng giềng của *x* đều đã được phân lớp từ trước. Phương pháp này dựa trên ý tưởng giả định rằng một đối tượng *x* sẽ có các đặc điểm, hành vi tương tự như các láng giềng của nó, và do vậy sẽ là hợp lý nếu nó thuộc cùng một lớp với các láng giềng gần nhất.

Kỹ thuật phân lớp dựa trên láng giềng gần nhất được sử dụng rộng rãi trong các hệ thống nhận dạng mẫu, nhận dạng đối tượng, nhận dạng sự kiện, phân loại dữ liệu văn bản… Khái niệm “láng giềng” dùng để chỉ các đối tượng có khoảng cách hoặc độ tương đồng “gần” với đối tượng *x*. Từ đây, ta cần phải định nghĩa một độ đo khoảng cách hoặc độ đo sự khác biệt giữa các đối tượng.

### 3.3.1. Độ đo khoảng cách

Để xác định độ “gần nhau” giữa hai mẫu dữ liệu, người ta sử dụng một độ đo khoảng cách được định nghĩa trước. Tùy theo kiểu dữ liệu của mẫu và đặc điểm của đối tượng nhận dạng mà ta sử dụng một độ đo phù hợp. Có rất nhiều độ đo khoảng cách (hay độ khác biệt) đã được định nghĩa.

Xét một mẫu dữ liệu *x* gồm *m* thuộc tính. Khi đó, mẫu *x* được xem là một véc tơ trong không gian *m* chiều (*x* có *m* thành phần). Gọi *x(x1, x2,…, xm)* và *y(y1, y2,…, ym)* là hai mẫu dữ liệu. Để tính khoảng cách giữa *x* và *y*, ký hiệu *d(x, y)* ta thường sử dụng một số độ đo sau:

Với dữ liệu kiểu số

**- Khoảng cách Euclidean:**

(3.14)

![](data:image/x-wmf;base64,183GmgAAAAAAAEAe4AIACQAAAACxQgEACQAAA4oCAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AJAHhIAAAAmBg8AGgD/////AAAQAAAAwP///6f///8AHgAAhwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALNAesFBQAAABMCsQEcBggAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUArkBHAYFAAAAEwJzAmMGBAAAAC0BAAAFAAAAFAJzAmsGBQAAABMCYQDJBgUAAAAUAmEAyQYFAAAAEwJhAKYdHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgCqSSJ3QJEldywRZqgEAAAALQECAAgAAAAyCgACpx0BAAAALnkIAAAAMgoAAmocAQAAACl5CAAAADIKAAJRFwEAAAAoeQkAAAAyCgAC6BQDAAAALi4uZQgAAAAyCgACbxIBAAAAKS4IAAAAMgoAAsANAQAAACguCAAAADIKAAI2CwEAAAApLggAAAAyCgAC2wYBAAAAKC4IAAAAMgoAAtoDAQAAACkuCAAAADIKAAJuAgEAAAAsLggAAAAyCgACJAEBAAAAKC4cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJIndAkSV3LBFmqAQAAAAtAQMABAAAAPABAgAIAAAAMgpUAf0cAQAAADIuCAAAADIKVAECEwEAAAAyLggAAAAyCmAC1BEBAAAAMi4IAAAAMgpgAgkPAQAAADIuCAAAADIKVAHJCwEAAAAyLggAAAAyCmACrAoBAAAAMS4IAAAAMgpgAgsIAQAAADEuHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgCqSSJ3QJEldywRZqgEAAAALQECAAQAAADwAQMACAAAADIKYAKaGwEAAABtLggAAAAyCmACmhgBAAAAbS4cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAKpJIndAkSV3LBFmqAQAAAAtAQMABAAAAPABAgAIAAAAMgoAAugaAQAAAHkuCAAAADIKAALtFwEAAAB4LggAAAAyCgACIhEBAAAAeS4IAAAAMgoAAlwOAQAAAHguCAAAADIKAAITCgEAAAB5LggAAAAyCgACdwcBAAAAeC4IAAAAMgoAAiEDAQAAAHkuCAAAADIKAALAAQEAAAB4LggAAAAyCgACOgABAAAAZC4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd+wPCq6YGiMAFPESAKpJIndAkSV3LBFmqAQAAAAtAQIABAAAAPABAwAIAAAAMgoAAqwZAQAAAC0uCAAAADIKAAI3FgEAAAArLggAAAAyCgAC3xMBAAAAKy4IAAAAMgoAAuYPAQAAAC0uCAAAADIKAAKmDAEAAAArLggAAAAyCgAC1wgBAAAALS4IAAAAMgoAArIEAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AqCwRZqgAAAoAOACKAQAAAAADAAAAMPMSAAQAAAAtAQMABAAAAPABAgADAAAAAAA=)

Dễ thấy, khoảng cách này chính là chuẩn 2 của *x-y*: *d(x, y)* = ||*x-y*||.

**- Khoảng cách Square Euclidean:**

(3.15)
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Dễ thấy, khoảng cách này chính là bình phương của khoảng cách Euclidean: *d(x,y)*=||*x-y*||2.

**- Khoảng cách Manhattan:**
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(3.16)

Khoảng cách này chính là chuẩn 1 của *x-y*: *d(x, y)* = ||*x-y*||1.

**- Khoảng cách Chebyshev:**

(3.17)
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Khoảng cách này chính là chuẩn vô cùng của *x-y:* *d(x, y)* = ||*x-y*||∞.

**- Khoảng cách Cosin:**
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(3.18)

![](data:image/x-wmf;base64,183GmgAAAAAAAAAOIARgAAAAAABRXQEACQAAA4wBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQADhIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ADQAA1QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAnUHBQAAABMCAAJVDRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAqkkid0CRJXfmDWYqBAAAAC0BAQAIAAAAMgpgAn8NAQAAAC55CAAAADIKiQO3DAIAAAB8fAgAAAAyCokDuQoCAAAAfHwIAAAAMgqJA10JAgAAAHx8CAAAADIKiQN3BwIAAAB8fAgAAAAyCnEBEQoBAAAALHwIAAAAMgpgAnIFAQAAADF8CAAAADIKYALmAgIAAAB5KQgAAAAyCmACgAIBAAAAICkJAAAAMgpgAjQABAAAAGQoeCwcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAKpJIndAkSV35g1mKgQAAAAtAQIABAAAAPABAQAIAAAAMgqJA8ELAQAAAHkoCAAAADIKiQM7CgEAAAAuKAgAAAAyCokDbQgBAAAAeCgIAAAAMgpxAcUKAQAAAHkoCAAAADIKcQFjCQEAAAB4KBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB35AkKCoB9bQC88BIAqkkid0CRJXfmDWYqBAAAAC0BAQAEAAAA8AECAAgAAAAyCnEB0wsBAAAAPigIAAAAMgpxASYIAQAAADwoCAAAADIKYAJWBgEAAAAtKAgAAAAyCmACcQQBAAAAPSgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAq5g1mKgAACgA4AIoBAAAAAAIAAADY8hIABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

Khoảng cách này được hiểu là:

Với dữ liệu kiểu *boolean*, người ta thường sử dụng các độ đo dành riêng như: *Hamming Distance, Jaccard Dissimilarity, Matching Dissimilarity, Dice Dissimilarity, Rogers Tanimoto Dissimilarity, Russell Rao Dissimilarity, Sokal**Sneath Dissimilarity, Yule Dissimilarity*…Với dữ liệu kiểu xâu ký tự, các độ đo thường được sử dụng là: *Edit Distance, Damerau**Levenshtein Distance, Hamming Distance, Smith Waterman Similarity, Needleman Wunsch Similarity*…

Trong một số trường hợp, dữ liệu có thể là một hỗn hợp giữa kiểu số và phi số. Khi đó, một độ đo hỗn hợp có thể là một lựa chọn.

### 3.3.2. Phương pháp k-láng giềng gần nhất

Phương pháp phân lớp *k*-láng giềng gần nhất (*k*-NN) ban đầu dựa trên khoảng cách Euclidean để xác định đâu là các láng giềng gần nhất của mẫu dữ liệu cần phân lớp. Do vậy, dữ liệu thường là kiểu số. Tuy nhiên, việc lựa chọn một độ đo khoảng cách phù hợp có thể mở rộng phương pháp này cho các dữ liệu có kiểu phi số hoặc hỗn hợp.

Cho một bộ dữ liệu huấn luyện *X* gồm *n* mẫu: *X(x1, x2, …, xn)*. Mỗi mẫu dữ liệu *xi (i=1,...,n)* gồm *d* thuộc tính dữ liệu và một thuộc tính lớp.

Một mẫu dữ liệu *y(y1, y2,…,yd) chưa* được xác định lớp. Để phân lớp mẫu *y*, ta tiến hành như sau:

**Bước 1:** Tính khoảng cách từ *y* tới *n* mẫu dữ liệu trong bộ dữ liệu huấn luyện, tức là tính *n* khoảng cách *d(y, xi), i*=1,…,*n*.

**Bước 2:** Lựa chọn ra *k* mẫu dữ liệu trong bộ dữ liệu huấn luyện “*gần*” với *y* nhất, tức có khoảng cách tới *y* là nhỏ nhất.

**Bước 3:** Xác định lớp cho *y*. Lớp của mẫu *y* được xác định là lớp xuất hiện nhiều nhất trong số các giá trị lớp của *k* mẫu gần với *y* nhất đã tìm được ở Bước 2.

Khi sử dụng phương pháp này, ta cần lưu ý một số điểm sau:

- Số láng giềng gần nhất (*k*) được coi như đầu vào của thuật toán, tức là cần chọn một giá trị cho *k* trước khi thực hiện thuật toán. Hiển nhiên là số *k* được chọn sẽ có thể ảnh hưởng tới chất lượng của giải thuật. Một câu hỏi đặt ra là: với một bộ dữ liệu cho trước, số *k* được chọn như thế nào để cho kết quả thuật toán tốt nhất? Câu hỏi này mở ra một lĩnh vực nghiên cứu sôi động và các kết quả hầu như đều chưa đưa ra được câu trả lời thỏa đáng. Nói chung, giá trị của *k* phụ thuộc mạnh vào bộ dữ liệu huấn luyện mà ta có. Một số phương pháp phổ biến để xác định số *k* có thể kể tới như *cross-validation* hoặc *bootstrapping*…Chúng thực chất là phương pháp thử với nhiều giá trị *k* khác nhau và lựa chọn ra một số *k* tối ưu đối với một bộ dữ liệu huấn luyện. Trong một số ứng dụng, người ta sử dụng số *k* mặc định bằng 1.

- Độ đo khoảng cách cần phải phù hợp với dữ liệu hiện có. Hiển nhiên, độ đo này phải phù hợp với kiểu của dữ liệu. Ngoài ra, với một kiểu dữ liệu cụ thể, lại có thể có nhiều độ đo khoảng cách cho kiểu dữ liệu đó. Lựa chọn độ đo nào trong số các độ đo này là tùy thuộc vào bài toán cụ thể.

**Ví dụ 3.3:** Cho bộ dữ liệu huấn luyện gồm 9 mẫu dữ liệu *R1, R2, …, R9*, mỗi mẫu gồm 4 thuộc tính *A, B, C, D* và thuộc một trong 3 lớp (thuộc tính *CLASS*) như Bảng 3.3 sau:

Bảng 3.3. *Dữ liệu huấn luyện cho giải thuật k-NN*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **A** | **B** | **C** | **D** | **CLASS** |
| R1 | 5.1 | 3.5 | 1.4 | 0.2 | 1 |
| R2 | 4.9 | 3.0 | 1.4 | 0.2 | 1 |
| R3 | 4.7 | 3.2 | 1.3 | 0.2 | 1 |
| R4 | 7.0 | 3.2 | 4.7 | 1.4 | 2 |
| R5 | 6.4 | 3.2 | 4.5 | 1.5 | 2 |
| R6 | 6.9 | 3.1 | 4.9 | 1.5 | 2 |
| R7 | 6.3 | 3.3 | 6.0 | 2.5 | 3 |
| R8 | 5.8 | 2.7 | 5.1 | 1.9 | 3 |
| R9 | 7.1 | 3.0 | 5.9 | 2.1 | 3 |

*y* là một mẫu dữ liệucần được phân lớp. Hãy xác định lớp của *y* bằng giải thuật *k*-NN với *k*=3.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| y: | 5.5 | 3.5 | 5.4 | 0.2 | ? |

**Bước 1:** tính khoảng cách từ *y* tới 9 mẫu dữ liệu của bảng dữ liệu huấn luyện. Giả sử độ đo Euclidean được sử dụng:

|  |  |
| --- | --- |
| d(y, R1) = | 4.02 |
| d(y, R2) = | 4.08 |
| d(y, R3) = | 4.19 |
| d(y, R4) = | 2.07 |
| d(y, R5) = | 1.84 |
| d(y, R6) = | 2.01 |
| d(y, R7) = | 2.52 |
| d(y, R8) = | 1.93 |
| d(y, R9) = | 2.58 |

**Bước 2:** Chọn ra *k* láng giềng gần *y* nhất: *R5, R8, R6*.

**Bước 3:** Dễ dàng xác định được lớp của *y* là 2, là lớp của hai trong số ba láng giềng gần nhất của *y*.

Trong trường hợp ta lựa chọn *k*=6, dễ dàng tìm thấy *k* láng giềng gần với *y* nhất là: *R4, R5, R6, R7, R8, R9* với 3 mẫu thuộc lớp 2 và 3 mẫu thuộc lớp 3. Rõ ràng việc xác định lớp của *y* lúc này là không chắc chắn. Đây là một ví dụ về sự ảnh hưởng của số *k* tới kết quả phân lớp.

Bài tập

1. Sử dụng KNN phân lớp cho mẫu cuối cùng

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **A** | **B** | **C** | **D** | **Class** |
| 5.1 | 3.5 | 1.4 | 0.2 | 1 |
| 4.9 | 3.0 | 1.4 | 0.2 | 1 |
| 4.7 | 3.2 | 1.3 | 0.2 | 1 |
| 4.6 | 3.1 | 1.5 | 0.2 | 1 |
| 7.0 | 3.2 | 4.7 | 1.4 | 2 |
| 6.4 | 3.2 | 4.5 | 1.5 | 2 |
| 6.9 | 3.1 | 4.9 | 1.5 | 2 |
| 5.5 | 2.3 | 4.0 | 1.3 | 2 |
| 6.3 | 3.3 | 6.0 | 2.5 | 3 |
| 5.8 | 2.7 | 5.1 | 1.9 | 3 |
| 7.1 | 3.0 | 5.9 | 2.1 | 3 |
| 6.3 | 2.9 | 5.6 | 1.8 | 3 |
| 5.9 | 3.0 | 5.1 | 1.8 | ? |

1. Sử dụng Naïve Bayse, ID3 cho tập dữ liệu sau:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Mã số** | **Màu da** | **Chiều cao** | **Chế độ ăn** | **Hoạt động** | **Loại** |
| 1 | Nâu | Cao | Nhiều | Cầu lông | B |
| 2 | Vàng | Thấp | Ít | Bơi lội | A |
| 3 | Nâu | Thấp | TB | Bơi lội | B |
| 4 | Trắng | Thấp | Ít | Cầu lông | A |
| 5 | Vàng | Cao | Ít | Bóng rổ | A |
| 6 | Vàng | Thấp | TB | Cầu lông | B |
| 7 | Trắng | Cao | Nhiều | Bơi lội | A |
| 8 | Vàng | TB | TB | Bơi lội | B |
| 9 | Nâu | TB | Nhiều | Cầu lông | B |
| 10 | Trắng | Cao | Ít | Bóng rổ | ? |